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Using QLC SSDs to Improve 
Cost/Performance Tradeoffs 
for Warm Data
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163 Zetabytes by 2025 

(IDC)
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AI Is 
Shifting
the Data 
Center IO 
Pattern 

Source: EnterpriseStorageforum.com: ñData Storage, AI, and IO Patternsò
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The Evolution of Enterprise SSDs
Business priorities drive workloads. 
Workloads drive performance & capacity.
Budgets drive reality. 

Note: Dates represent when Micron® enterprise SSDs launched with each generation of NAND technology

SLC
2007

MLC
2011

QLC
2018

TLC
2016

Expensive
Low Capacity

Affordable
High Capacity

Worldôs first 
QLC SSD!



QLC = Fast Capacity For Less
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SLC MLC TLC QLC

1 Bit Per Cell
First SSD NAND technology

2 Bits Per Cell
100% increase in bit density

3 Bits Per Cell
50% increase in bit density

4 Bits Per Cell
33% increase in bit density

Lower cost per GB

Fewer writes per cell



Endurance 
Needs are 
Decreasing

7

Enables Industry 
Expansion to 
QLC

4/5 of ALL enterprise 
SSDs shipped worldwide in 
2018 were Ò 1 DWPD

Source: Forward Insights Datacenter, May 2019
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10 DWPD

25 DWPD

10%
6%

29%

17%
17% 16% 15% 14% 14% 15%

61%

76%
81% 83% 85% 86% 86% 85%

2016 2017 2018 2019 2020 2021 2022 2023



Tiering 
with 
QLC 
SSDs

8

HOT
TLC SSDs,
NVDIMMs

COOL
7.2K HDDs

Conceptual illustration showing how enterprise and 

data center customers tier data

QLC Is Designed To:

ÁAugment TLC; not replace it

ÁTransition HDDs to SSDs*

WARM
QLC SSDs

*55 million 7.2K+ RPM HDD shipments expected in 2019; 

QLC pricing is in striking distance to these HDDs



Understanding Best-Fit Workloads for QLC SSDs
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Read-Intensive Workloads Mixed Workloads Write-Intensive Workloads

Block Size 100/01 90/10 80/20 70/30 60/40 50/50 40/60 30/70 20/80 10/90 0/100

Small or 

Random
4

8

16

32

64

Large or 

Sequential

128

1024

QLC SSD
Best Fit Zone

1Read/write ratio
2Based on industry analysis from IDC, Gartner, Statista, Forbes

TLC SSD
Best Fit Zone

Workloads in 
QLC Best-Fit 

Zone:

CYô17-21 CAGRs2

Read-
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& Object 
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SQL
Business 

Intelligence

9%
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Mongo DB, 
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20%

Media 
Streaming

CDNs
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10
Performance 
Sensitive 
Workloads 
Historically 
Run on HDDs
These workloads:

ÁRead data 90+% of the time

ÁRely heavily on random 
reads & sequential writes

Áé yet have typically 
been run on HDDs

Analytics 
& Big Data 
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Object Stores 
(Ceph)

CDN vSAN 
Capacity Tier

Cloud 
Services

Edge Analytics 
(5G, etc.)

SQL Databases 
(BI/DSS)

AI/ML/DL 
Data Lakes

NoSQL 
Databases 

(Cassandra)

Financial 
Regulatory & 
Compliance 

Storage




