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"= Agendag NVMe® Drivers v,

ASession Organization

ANVM Express® Driver E8gstem
Andividual Driver Presentations

AQ&A at end of all driver presentations

A Note: All registered trademarks, logos and brands are property of their respective owners
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=== Session Organization ML,

A Larry Chisvin, Broadcom (Session Organizer)

A Uma Parepalli, SK hynix memory solutions (Session Chair)
A NVMe® Driver Ecosystem
A UEFI NVMe® Drivers
A Windows NVMe® Reference Driver

A Lee Prewitt, Microsoft
A MS Windows NVMe® Inbox Drivers

A Parag Maharana, Seagate
A Linux NVMe® Fabrics Drivers

A Jim Harris, Intel
A FreeBSD NVMe® Driver
A NVMe® Storage Performance Development Kit (SPDK)

A Sudhanshu (Suds) Jain, VMware
A VMware NVMe® Driver

A Q&A

Flash Memory Summit 2016 Santa Clara, CA NVM Express® Device Drivers, Uma Parepalli 3



FlashMemory Session Organization n,%

AUma Parepalli, SK hynix memory solutions (Session Chair)
ANVMe® Driver Ecosystem

Flash Memory Summit 2016 Santa Clara, CA NVM Express® Device Drivers, Uma Parepalli 4



rashyia NVM Express® Driver Ecosystenrd?VII_,
AAll major OSes have stable Inbox Drivers

AMS Windows

ALinux

AFreeBSD

AVMware

ASolaris

Aand UEFI BIOS Drivers

-
ORACLE
SOLARIS

5

== Microsoft

Flash Memory Summit 2016 Santa Clara, CA NVM Express® Device Drivers, a Parepalli



TS hb+aSt 5NRAGSNI o JUVIR S G
AReference Drivers
ASource Code is available
AContributions from NVM Express® members
APassionate driver developer contributors (unsung

heroes)
”
ORACLE @

Flash Memory Summit 2016 Santa Clara, CA NVM Express® Device Drivers, Uma Parepalli 6
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"===" Compliance / Plugfests nMva1,

AThe UNHOL- 6th NVMe® PlugfestOctober 3 to 6, 2016
Ahttps://www.iol.unh.edu/testing/storage/nvme/grouptest

APCISIG -
Ahttps://pcisig.com/events/complianc&vorkshops @4
AFall UEFI Plugfest in gSeptember 222, 2016, Seattle, W. .

A2016 Fall UEFI Plugfelsttp://www.uefi.org/2016FallUEFIPlugfest

AUEFI Plugfest offers NVMe® SSD Vendors a unique opportunity to perform
hardware/firmware/OS interoperabllity testing on future release / next
generation OEM hardware, BIOS and Operating Systems all in one place

Flash Memory Summit 2016 Santa Clara, CA NVM Express® Device Drivers, Uma Parepalli 7


https://www.iol.unh.edu/testing/storage/nvme/grouptest
https://pcisig.com/events/compliance-workshops
http://www.uefi.org/2016FallUEFIPlugfest

NVM Express® Website nvim_.

nvm.,

Home 2 Products B Events & Resources @ About Mews 0 Blog B Contactus Q

©C 06 0 O

Microsoft Drivers Linux Drivets VMware UEFI

FreeBSD Solaris

Flash Memory Summit 2016 Santa Clara, CA NVM Express® Device Drivers, Uma Parepalli 8



FIasIIMemory

NVMe® DriversFull Links NV,

ANVM Express® Drivelstp://nvmexpress.org/drivers
AMicrosoft Windowshttps://support.microsoft.com/enus/kb/2990941
ALinux:http://www.nvmexpress.org/resources/linugriver-information/

AFreeBSD:
http://svnweb.freebsd.org/base/head/sys/dev/invme/nvme.h?view=log&pathrev
=240616

AVMWare:https://github.com/vmware/nvme

A Solarishttps://docs.oracle.com/cd/E36784 01/html/E52463/makehtidt
48.html

AUEFI Driver Source Code:
https://svn.code.sf.net/p/edk2/code/trunk/edk2/MdeModulePkg/Bus/Pci/NvmEX
pressDxe/

Flash Memory Summit 2016 Santa Clara, CA NVM Express® Device Drivers, Uma Parepalli 9
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Session Organization VAL,

A Larry Chisvin, Broadcom (Session Organizer)

AUma Parepalli, SK hynix memory solutions (Session Chair)
A NVMe® Driver Ecosystem

AUEFI NVMe® Drivers

A Windows NVMe® Reference Driver (time permits)

A Lee Prewitt, Microsoft
A MS Windows NVMe® Inbox Drivers

A Parag Maharana, Seagate
A Linux NVMe® Fabrics Drivers

A Jim Harris, Intel
A FreeBSD NVMe® Driver
A NVMe® Storage Performance Development Kit (SPDK)

A Sudhanshu (Suds) Jain, VMware
A VMware NVMe® Driver

A Q&A

Flash Memory Summit 2016 Santa Clara, CA NVM Express® Device Drivers, Uma Parepalli 10
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UEFI® BIOS NVM Express® Driv

Uma M. Parepalli
SK Hynix Memory Solutions
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Agenda; UEFI Drivers nvm_,

APlatform Firmware / UEFI BIOS Bystem

AUEF|I NVMe® Device Drivers
AUEFI Reference Driver
AOEM Custom Drivers
ANVMe® SSD Vendor Customization / Value Additions

AGetting the most from UEFI NVMe® Drivers

AR esources
Unified Extensible Firmware Interface Forum

Flash Memory Summit 2016 Santa Clara, CA NVM Express® Device Drivers, Uma Parepalli 12




FlasllMemory

UEFI Ec8ystem nvim,
AUEFI| Ec&ystem consists of
AOEMSs 7

AOS Vendors (ISV)
ABIOS Vendors (IBV)
AHW Vendors (IHV)

UEFI NVMe® Drivers are stable
UEFI Websitéhttp://uefi.org

UEFI is well adopted by the industry
Ahttp://uefi.org/members

To To o

Flash Memory Summit 2016 Santa Clara, CA NVM Express® Device Drivers, Uma Parepalli 13


http://uefi.org/
http://uefi.org/members

UEFI Platform Initialization Firmware Phas %

Exposzed OS-Absent
4 Verifier | . . Previously
APT ™ App :  exposed
L 3 . DXE APIs
o . [Transient og| @ "ow limited
Device, Environment
Bus, or L
5; r?.:,ff Transient OS
Boot Loader

DXE : : 0OS-Present
Dispatcher : App

Boot Services 3 Finalos Final OS
Runtime Services #l Boot Loader gl Environment g
DXE Services j

security
Security Pre EFI Driver Boot Transient Run Time After
(SEC) Initialization Execution Device System Load (RT) Life
Environment | Environment | Selection (TSL) (AL)
(PEI) (DXE) (BDS)
Power on— [ .. Platform initalization . .]—»[....0S boot .. ..] = Shutdown

Flash Memory Summit 2016 Santa Clara, CA NVM Express® Device Drivers, Uma Parepalli 14



FlashMemory

UEFI NVMe® Drivers nvim_,

AMajor OEM Platform Specific Drivers @
ABuiltin UEFI drivers
A Automatic NVMe® device recognition & boot (from approved devices)

AReference Driver
AUseful for enabling debug, adding custom features
ANVMe® SSD board bring and validation diagnostics
Al aS 0KA&a 2y ' 9CL LI} | GrifUENXNAMe® Brivell R 2 S
AGreat opportunity to support latest NVMe® specification features

AIHV Drivers
A Custom, OptionROM based and/or part of OEM Platform Firmware

Flash Memory Summit 2016 Santa Clara, CA NVM Express® Device Drivers, Uma Parepalli 15



rasnMemory (Getting the most from UEFI n
NVMe® drivers v,

AUEFI driver is required for booting OS form NVMe®
SSD

AStandard disk tools are available under UEFI shell
ACreate/delete/mount partitions & perform I/O

AUseful for NVMe® SSD brimg without OS @4
AFrom FPGA to end SSD product

AUseful for debugging from powem to OS boot and
beyond

AYou can customize & implement your own features

Flash Memory Summit 2016 Santa Clara, CA NVM Express® Device Drivers, Uma Parepalli 16



rasnMemory (Getting the most from UEFI n
NVMe® driversiHVs VHL>

ANVMe® SSD Vendors can implement suppol &ﬂ
generic & OEM specific requirements
AFirmware Update Protocol
ADriver Health Protocol
ADiagnostics Support
AFull BIST/POST diagnostics
AHW Configuration / BIOS Menu Support using UEFI HII

Flash Memory Summit 2016 Santa Clara, CA NVM Express® Device Drivers, Uma Parepalli 17



FIasIIMemory

Summary nvim

AUEFI provides excellent environment for NVMe® SSD bring up from
Poweron to OS boot, Shutdown/Restart and beyond.

ADebug and validation without OS present and at@®® boot level.

A:o[ additional information contact Uma Parepalli and/or google
aSlINOK F2NJa; Yl tIINBLIETEA | 9CL |
AResources

Ahttp://www.uefi.org
Ahttp://www.tianocore.org

Flash Memory Summit 2016 Santa Clara, CA NVM Express® Device Drivers, Uma Parepalli 18
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FlashMemory n,llmj
ErTrTaa EXPRESS4

Got Feedback on UEFI NVMe®
drivers?

Send emaill to:
umaparepalli@gmail.com

NVM Express® Device Drivers, Uma Parepalli



FlashMemory SESSion Organization n,%

A Larry Chisvin, Broadcom (Session Organizer)

AUma Parepalli, SK hynix memory solutions (Session Chair)

A NVMe® Driver Ecosystem
A UEFI NVMe® Drivers

AWindows NVMe® Reference Driver (time permits)

A Lee Prewitt, Microsoft
A MS Windows NVMe® Inbox Drivers

A Parag Maharana, Seagate
A Linux NVMe® Fabrics Drivers

A Jim Harris, Intel
A FreeBSD NVMe® Driver
A NVMe® Storage Performance Development Kit (SPDK)

A Sudhanshu (Suds) Jain, VMware
A VMware NVMe® Driver

A Q&A

Flash Memory Summit 2016 Santa Clara, CA NVM Express® Device Drivers, Uma Parepalli 20



FlashMemory llumj
EXPRESS

MS Windows Reference Driver

Uma Parepalli, SK hynix memory solutions
Credits: Raymond C Robles, Intel

Flash Memory Summit 2016 Santa Clara, CA NVM Express® Device Drivers, Uma Parepalli 21



nasnMemory PCle NVMe® Windows n
Reference Driver %

ANext release planEnd of August 2016

ARecent patches include
APerformance improvement & robustness
ANVMe® Spec rev 1.2 feature compliant

ASupports MS Windows 10, 8.1, 7, Server 2012 R2,
2012 and 2008 R2

ASupports both 32 & 6bit

Flash Memory Summit 2016 Santa Clara, CA NVM Express® Device Drivers, Uma Parepalli 22



nasnMemory PCle NVMe® Windows n
Reference Driver %

AWhat is new since last year
ANamespace Management (Create, Delete, Attach, Detach)
AEOL Read Only Support
AWin 8.1 Timers
A Surprise Removal Support in IOCTL Path
ADisk Initialization Performance Optimization
A Storage Request Block Support
A StorPort Performance Options
A StorPort DPC Redirection
AConcurrent Channels (wrapping up review)

AMisc. Bug Fixes
A Security Send/Receive with Zero Data Length
A SNTI updates for SCSI to NVMe® Translation

Flash Memory Summit 2016 Santa Clara, CA NVM Express® Device Drivers, Uma Parepalli 23
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FlashMemory Session Org anization n,%

A Larry Chisvin, Broadcom (Session Organizer)

A Uma Parepalli, SK hynix memory solutions (Session Chair)
A NVMe® Driver Ecosystem
A UEFI NVMe® Drivers
A Windows NVMe® Reference Driver (time permits)

ALee Prewitt, Microsoft
AMS Windows NVMe® Inbox Drivers

A Parag Maharana, Seagate
A Linux NVMe® Fabrics Drivers

A Jim Harris, Intel
A FreeBSD NVMe® Driver
A NVMe® Storage Performance Development Kit (SPDK)

A Sudhanshu (Suds) Jain, VMware
A VMware NVMe® Driver

A Q&A

Flash Memory Summit 2016 Santa Clara, CA NVM Express® Device Drivers, Uma Parepalli 25
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Microsoft Inbox NVMe® Driver

Lee Prewitt
Principle Program Manager
Storage and File Systems - Microsoft



Microsoft Inbox Driver

A Introduced in Windows 8.1/Server 2012r2
A Aligned to NVMe® 1.0C

A Backported to Windows 7/Server 2008r2

A Stornvme.sys is a Storport mini-port

A Mini-port is responsible for doing the SCSI to NVMe®
translation



The Windows Storage Stack

“~_ Reads Bytes from or Writes
bytes to a file buffer

File System

(TES) “— Translates file offsets to byte

offsets into the volume
gl < Translates Volume offsets to

| Device offsets
“— Translates IOCTLs to SCSI

CDBs
“— Takes care of Queuing, Power

management. etc. |
s < Transfates SCSI to native

E protocol (NVMe®)

Santa Clara, CA
August 2016



sawnoy Performance

SUNMMIT

3,500,000

3,000,000

2,500,000

2,000,000

@)
¥
=
%
o
©)

1,500,000

1,000,000

500,000

0

NUMA Aware NVMe Scale Testing

NUMA-aware NVMe Scale Testing

1 2 3 4
804,607 1,610,472 2,418,655 3,228,655

# of SSDs and NUMA Nodes

A On par with 3 party NVMe drivers

System: Intel Brickland
Cores: 60 @ 2.8GHz
SSD: 4x 800GB

4KB Random Read
Workload: 15 Threads per NUMA Node
16 1/Os per Thread

14.50% 31.58% 49.68% 69.40%
3,143 6,291 9,448 12,612
804,607 1,610,472 2,418,655 3,228,655
0.298 0.298 0.297 0.297



7z

A Highly robust driver

A Telemetry shows us that the In-box driver has a very low
crash rate

Vendor B 23.58

Santa Clara, CA
August 2016
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Power Efficient

A Tuned for Modern Standby

A Good battery life for laptops

A Operational power states (the device can handle 10) map to
logical performance states (P-states)

A Non-operational power states map to logical idle power
states (F-States)

A Transitions to these states is largely determined by the
overall system power state

A Can be tuned or disabled via the inbox powercfg tool



* Possible Future Directions

SUNMMIT

A What would you like to see?

A Streams

A Write Protect and RPMB
A Name Space Management
A Virtualization



Call to Action

A Try out the inbox driver with your devices and
give us feedback

A Contact Info:
A leprewit@microsoft.com



* Appendix

SUMMIT

Santa Clara, CA
August 2016
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* Supported Commands

SUMMIT

Set Features Write
Get Features Read
Asynchronous Event Request Dataset Management

Santa Clara, CA
August 2016



i
SUMMIT

Santa Clara, CA
August 2016

Unsupported Commands

Reservation Report

Reservation Acquire
Reservation Release

36



Support for Pass Through

A Uses the Command Effects Log to ensure

seamless IO

A If the command is informational, then it is sent down with
regular 10

A If the command has side effects, then IO is paused, the
gueue Is drained and then the command Is sent

A Once the command is completed, 10 is resumed

A Allows for vendor-specific functionality within
the Inbox driver



Support for Pass Through

A Documentation on MSDN

https://msdn.microsoft.com/en-
us/library/windows/desktop/mt718131(v=vs.85).aspx



Support for Host Memory Buffer

A New preview support for HMB in Windows 10

Anniversary Edition

A Off by default
A Can be enabled through a registry key
A Please contact Microsoft if you are interested in testing



Thank You!

WWW.Nnvmexpress.org
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"= Session Organization  MVAL,

A Larry Chisvin, Broadcom (Session Organizer)

A Uma Parepalli, SK hynix memory solutions (Session Chair)
A NVMe® Driver Ecosystem
A UEFI NVMe® Drivers
A Windows NVMe® Reference Driver (time permits)

A Lee Prewitt, Microsoft
A MS Windows NVMe® Inbox Drivers

AParag Maharana, Seagate
ALinux NVMe® Fabrics Drivers

A Jim Harris, Intel
A FreeBSD NVMe® Driver
A NVMe® Storage Performance Development Kit (SPDK)

A Sudhanshu (Suds) Jain, VMware
A VMware NVMe® Driver

A Q&A

Flash Memory Summit 2016 Santa Clara, CA NVM Express® Device Drivers, Uma Parepalli 41
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NVMe Over Fabrics Linux Driver Overview

Parag Maharana
Seagate



FlashMemory N\/Me Linux Fabrics Drivers
ALinux Fabrics Drivers are based on Fabrics Spec 1.0 and Core
Spec 1.2.1

ALinux Host driver is re-architected to support multiple transports
(PCle and Fabrics)

A Reused ~90% of existing host driver code

A Added template method to support multiple transports

- For example T nvme_ctrl_ops have function pointers to implement reg_read32, but PCle
and Fabrics will implement differently. However, the common core will operate on
reg_read32 for both PCle and Fabrics transport in transport agnostic way

ALinux Fabrics Driver has Host and Target components:
AHost has Core, PCle and Fabric modules
A Target components has Core and Fabric modules

ALinux Fabrics Driver will be part of Linux Kernel 4.8
it bl nvm., 43



L M Driver Development Environment
‘=== and Methodology

A lnitial Host and Target drivers were developed by multiple NVMe member
companies prior the specifications becoming public

A All Linux Driver WG members have access to the repository with exclusive NDA
A for-next branch is where the latest approved code resides

A Developers create git patches and email them to the WG reflector
- Note: Some at super-human rates

A WG members approve and/or comment on the new patches
A Maintainer integrates approved patches into the for-next branch

ANow Host and Target source codes moved to infradead repository
A Multiple members actively submitting patches
A Adding new functionality based on latest fabrics specifications
A Fixing bugs that have been identified during testing

A Several rebases to latest upstream Linux kernel functionality
- New RDMA APIs were introduced in 4.5

Flash Memory Summit 2016 n ™
Santa Clara, CA --/%s)
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FlashMemory Current Functionality Implemented
NVMe Host Driver
VSupport for RDMA transport (I nfinibandE/ RoCE
V Connect/Disconnect to multiple controllers
V Transport of NVMe commands/data generated by NVMe core
V Initial Discovery service implementation
V Multi-Path
V Keep Alive
NVMe Target Driver
V Support for mandatory NVMe and Fabrics commands
V Support for multiple hosts/subsystems/controls/namespaces
V Namespaces backed by <any> Linux block devices
V Initial Discovery service; Discovery Subsystem/Controller(s)
V Target Configuration interface using Linux configfs
V Create NVM and Discovery Subsystems

Flash Memory Summit 2016 ™ 45
Santa Clara, CA %



RashMemory Fabrics Queuing Model

1.Host send RDMA_SEND that update in
target as RDMA_RECYV in target SQ

2.Target issue RDMA_READ or
RDMA_WRITE to access data in host
memory for Read or Write respectively

3.0n completion target update in host CQ
using RDMA_SEND that is received by
host as RDMA RECV

4 NVMe over Fabrics does not define an 5
interrupt mechanism that allows a Jiﬁif:&it“?aﬂ\,g e
controller to generate a host interrupt. It
IS the responsibility of the host fabric
Interface (e.g., Host Bus Adapter) to

generate host interrupts

Flash Memory Summit 2016 ™
Santa Clara, CA % 46

RDMA_READ or
RDMA_WRITE
buffers from Host

Target RDMA_SEND
mmmmmm d to CQ Entry

Submission
Queue

Controller




X

~\~ NVMe Over Fabrics Host and

FlashMemory

=== Target Driver Components

PCle Fabrics

Register Cont .
Interface NVMe Admin onfiguration
Commands RDMA Transport

PCle Transport PCle Bus
(Memory Based) Enumeration NVMe 10

(Capsule Based)

Discovery
Commands

NVMe and Fabrics Fabrics
Common Data Commands
structures

Flash Memory Summit 2016 n ™
Santa Clara, CA --%
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~2 NVMe Over Fabrics Host Driver

I’IasJIM o
cma Components

INAVA\VI[SEDIghVi=1g sabrnit Fo LN

Components = gty 2

NVMe Fabrics
Module

Configuration

Linux blk-mq interface(s)

ueue r
NVMe Core d _ra0

NVMe Admin
Comman ds PCle Transport
(Memory based SQ/CQs)

(Doorbell Registers)
NVMe IO

Commands

Flash Memory Summit 2016

Santa Clara, CA n"” EXPRESS D

Linux I/O
Operations

NVMe 1/O
Operations

48
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FlashMemory NVMe over Fabrics Target Driver

===~ Components

Linux NVMe over Fabrics Target Driver arget Configuration

Loopback
)

Transport

Configuration [&______>

NVIMe Target Core

RDMA . .
Transpbort Fabric Admin 10
P Commands Commands Commands

NVIVMe Host Driver
PCI

Flash Memory Summit 2016 ™
Santa Clara, CA % 49



FlashMemory Linux Driver WG Next Steps

CSUnMmMT
A Next steps
- Fibre Channel (FC) Fabric transport planned for Kernel 4.9
- Authentication features
- Controller Memory Buffer
- Automated host multi-path
Log page support (smart | og pages, erro

A Call for Action:
- Download driver and try it out
- Provide suggestion/comment/feedback
- Suggest any future enhancement

Flash Memory Summit 2016 ™ 50
Santa Clara, CA %



FashMemory | inux Driver Reference
A Linux Fabrics drivers are public from June 2016
- NVMe Specification

- http://lwww.nvmexpress.org/specifications/
- NVMe Fabric Driver Resource
- http://www.nvmexpress.org/resources/nvme-over-fabrics-drivers/
- NVMe Linux Fabric Drivers Source
- http://git.infradead.org/nvme-fabrics.qgit
- NVMe Linux Fabric Mailing List
- linux-nvme@lists.infradead.org

Flash Memory Summit 2016 n ™
Santa Clara, CA --%
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FlashMemory njlmj
EXPRESS:

Backup

NVMe® over Fabrics

Flash Memory Summzi016Santa Clara, CA 52
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“asJIMemory NVMe Multi-Queue Host Interface Maps

== - Neatly to the RDMA Queue-Pair Model

Standard (local) NVMe

Host A NVMe Submission and Completion Queues
Core 0 Core 1

o o 1o ( are aligned to CPU cores

Submission Completion Submission Completion Submission -
Queue 1 Queue 1 Queue 2 Queue 2 Queue Queue A N O I n te r— C P U S Oftware I O C kS
—

| = 1 A Per CQ MSI-X interrupts enable source core
interrupt steering

i

Controller

NVMe Over RDMA Fabrics

Retains NVMe SQ/CQ CPU alignment
No inter-CPU software locks
Source core interrupt steering retained by

e Canten Cantert Context using RDMA Event Queue MSI-X interrupts
=N ¥4 E-% ¥-N

Too o o

Flash Memory Summit 2016 ™
Santa Clara, CA % 53



=/~ NVMe Target Driver Command
FlashMemory
== Capsule Rx Flow

Flash Memory Summit 2016 n ™
Santa Clara, CA -/%D
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