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Position Summary

215t century data centers based on servers with large DRAM caches and
hard drive storage typically waste most of their power. Flash memory offers
the potential for order of magnitude improvements not only in power
consumption but also in performance and space. However, realizing this
potential requires balanced system architecture, not just assembling locally
optimized pieces. In particular, maximizing flash IOPS in a server is often an
exercise in diminishing returns. Effectively balanced systems require
software to be optimized for flash memory and for processor core scaling,
with high levels of parallelism, granular concurrency control, and intelligent
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Schooner Data Access Appliance

OVERVIEW

8x performance improvement

Ys the power and rack space

50% lower TCO over 3 years

Extreme availability
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TCO: $832,000

Without Schooner

32 servers, 17.9 kW

3 Year TCO (2 TB MySQL)
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TCO: $282,000
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Memcached /
NoSQL
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TPS/Node, Random Queries In DRAM In Flash

4 CouchDB 1,000 1,100
E’ '*?’5 Cassandra 10,500 1,790
8 E MongoDB 49,000 4,000
B < Schooner MySQL 115,000 101,000
Schooner NoSQL 310,000 160,000

Note: NoSQL benchmark is a key-value random query of 32M and 64M 1kByte items, on the same hardware
©2009 Schooner Information Technology. ~ (dual quad-core Intel Nehalem processors with 64 GB of DRAM and 8 parallel Intel X25E flash drives).
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Relative 3-Year TCO

Hard Drive Intel SSDs Intel SSDs FusionlO FusionlO (5.5.4  Schooner
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