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Intro to cryptocurrency

● Inclusive and permissionless network: Controlling your wealth is a 
human right

● Censorship resistant: difficult or impossible to block participants
● Independent monetary policy: trust math instead of people
● Unstoppable applications: A program developed for, and run on, a 

secure blockchain can never be changed or stopped
● Global standards: collaboration, fully open source, and available for free
● Secure and Decentralized: decentralization, consensus, and physical 

assets (capex) secure the network
● Programmable Money: Cryptocurrency should be easier to use than 

cash and harder to steal



Chia is a sustainable and secure blockchain

Proof of Space uses 
commodity storage 

which is vastly 
underutilized and 

power efficient

Low barrier to entry for 
farming has made Chia 
the most decentralized 
cryptocurrency in the 

world with hundreds of 
thousands of public 

nodes

Chia farming is 
optimized for used 

storage and will drive 
circular business models 
for storage devices, and 

reduce e-waste

Leverages Storage Decentralized and 
Inclusive

Incentivizes circular 
economy 

https://dashboard.chia.net/
https://brause.de/chia/globe.html

https://dashboard.chia.net/
https://brause.de/chia/globe.html


Chia farmers store 

cryptographic hashes in 

plot files on hard drive

Challenges come in from the 

network and a farmer checks 

plots for winning proofs

If farmer finds a winning proof, 

they broadcast that to the 

network to form a “block” on 

the blockchain

Farmer is rewarded Chia (XCH)

Currently 2 XCH per block

Farming, not mining!

Farming is energy efficient, drives are mostly idle



Proofs of Space and Time for the win!

● Farmers need to prove to the network 
that they are storing the data

● These proofs need to be easily and 
quickly verifiable

● The network needs to be resistant to 
attacks

● Verifiable Delay Function (VDF) that 
cannot be parallelized

● Easily verifiable that a real amount of time 
was spent with deterministic output

● Performs squaring computations within 
class groups of binary quadratic forms

Proofs of TimeProofs of Space

Weight of blockchain = space * VDF iterations



Magic math

Chia had “invent new math here” twice on roadmap



Chia Network Protocol

● Plotting - creating the proofs of space 
into a “plot file” requires upfront one-
time use of compute resources, so that 
proofs can be quickly and easily verified 
later

● Harvester – lightweight machines 
controlled by the farmer that 
continuously check the plot files for 
proofs of space

● Farming - farmers compete to create 
blocks with proofs of space that meets 
the challenge requirements

● Full node - maintains an entire copy of 
the blockchain, propagates blocks, 
transactions, and proofs between peers



Files are created and then transferred to farming 
drive (HDD)

Use compute, memory and temporary 
storage to create plot files



The Fix to Proofs of Space

● Proofs of space designed with 7 tables to resist Hellman 
attacks

● Need to be able to quickly retrieve proof (low disk io, 
cpu)

● Plot size determined by k parameter



Plotting is Write Intensive Workload

● Phases of plotting require a lot of sort 
on disk & algorithmic compression

● Each K=32 plot takes 1.43TB of disk 
writes

● Can be reduced by 72% with 110GB of 
DRAM

● Can be eliminated with 416GB DRAM 
with current high speed in-memory 
plotter



Chia Plotting 
Phase 1
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• The following steps are 

then performed for all 
tables in the plot:

• Sort L entries on y’s value.
• Generate R table back 

pointers (BPs) by 
matching pairs of y values 
on L.

• For each BP in R, take the y
from L pointed by first 
pointer and the metadata
values pointed by both 
pointers of a BP entry.

• For Table 1, the 
metadata is x.

• Hash each y and 
metadata pair using 
BLAKE3 and extract a new 
y value and metadata
value for table R from the 
hashed output.

Phase1: forward propagation, 
sorting, matching 

Phase2: prune entries
phase3: compression
phase4: checkpointing



Current Chia plotters

● Chiapos (proof of space)
○ reference plotter
○ phase1 multi-thread support
○ any size k value
○ very slow

● MadMAx chia-plotter
○ pipelined / multi-thread
○ random io to disk
○ two temp directories
○ can use 110G of DRAM or SCM for 

temp2 to reduce disk writes

● Bladebit
○ fastest plotter
○ completely in-memory, requires 

416GiB of DRAM
○ performance depends on cores, 

memory bandwidth
● Bladebit Disk

○ low min memory requirements
○ Cross-platform and OS compatibility
○ Sequential writes, reduce WAF
○ DRAM cache support
○ Takes full advantage of increased 

disk bandwidth from PCIe 4.0
○ Pipelined performance to max out 

CPU



Higher CPU utilization = 

more plots per day

CPU frequency 

matters!

Requires high sustained 

write bandwidth and mixed 

workload performance

iowait will pull plotting 

output down (red)

Plotting – All About Performance



Server       Workstation       Desktop

High endurance NVMe

Create plots as fast as possible. 

Requires use of hardware for duration of 

plotting (a few months)

Plotting hardware required

Download plots from providers. 

Requires high speed internet connection

Use plotting as a service

Or…



How does farming work?

● Farmer receives challenge from VDF
● Farmer sends signage point to 

harvester
● Harvester applies plot filter to reduce 

the io required on disk (1/512)

● For plots that pass the filter, harvester 
performs proof quality check

● If quality meets required iterations 
(from difficulty) then proof of space 
is good

● Fetch entire proof of space

● Farmer has to prove to the pool how 
much capacity they have

● A partial is a full proof of space with 
additional metadata

● Goes through exact same process, 
but with a custom difficulty

● Pool adjust difficulty to target a 
certain amount of partials per day

● Pool estimates farming capacity with 
difficulty and good partials 
submitted

plot filter bits = sha256(plot_id 

+ challenge_hash + sp_hash)



JBOD       NAS       Desktop       DIY

High capacity HDD

Store the most data in the smallest 

amount of space at lowest power

Farming hardware required

Use high-capacity HDDs for best power 

efficiency, or cheap used drives if rack 

space and power are more available

JBODs (Just a bunch of disk) houses 

many hard drives



Farming – accessed frequently but highly idle

Drives are idle 99.7% of the time
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Farming Goals – Have the lowest TCO!
● Storage density - large number of drives per RU, and using 

large capacity drives
● Minimize capex – buying used, recertified, renewed drives, or 

leveraging underutilized storage
● Minimize power consumption of supporting infrastructure 

(farmer, harvester) 
● Drive power efficiency - using efficient high-capacity drives, 

measured in W/TB
● Keep drives cool enough to not impact reliability
● Nice to have – minimize noise, hotswap, enclosure 

management- etc.



Power of farmer 
and harvesters

CPU, DRAM, boot 
drive, HBA

JBODs, NAS, 
or enclosures

Includes 
expanders, fans, 
PSUs

Drives

Power active = 
random read at 1%

Power Idle = Idle A 
at 99%

Networking

Routers and 
switches

Rack

Cooling

Calculate PUE

Chia Farming TCO - Power Consumption

In an optimal farming setup the majority of power from drives!



Chia Farming TCO Rack scale: modern vs used
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