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Building Next Gen Real-Time Applications k.
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Responding to Real-World Demands M
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Application Response Times User Behavior
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Caching for Business Intelligence k.
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Business Intelligence In-Memory Backend Database:
Application Cache RDBMS or NoSQL
1 week of data Multi-year business insights

for business insights QLYLLLLYY
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Yearly missed opportunity due to lack of business insights
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In-Memory Database Application Types k.
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Micrasoft

SQEServer'

SQL Server
In-Memory

redis

Redis
In-Memory
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Oracle
In-Memory SAP HANA
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MySQL. !
mongoDB

In-Memory Storage In-Memory
Engine Storage Engine
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MemTier Benchmark Testing with Redis k.
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Extending In-Memory to Large Data Sets on Flash
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Benchmark @D Object Size: 4KB @) Latency Requirement: @) Data Set Size:
1m Sec (+/-5%) 300 GB to 3TB
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Redis on Flash: With and Without Pliops XDP k.
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Performance at Different Hit Ratios
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m Redis on Flash mRoF with XDP
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4 9's Latency : XDP Benefits over RocksDB k.
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Serving 99.99% User Requests
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The Rationale for XDP Performance Boost m

Flash Memory Summit

Pliops RocksDB - Write Performance

180,000 .
Random writes

160,000 Average: 149.6K
140,000 W V V"‘“" vy VA V' Ve hd v Stdev: 3.6K (2.3%)

"é?mo,ooo
= 100,000
2
S 80,000 RocksDB
(@]
£ 60,000 OCKS
|_
40,000
20,000
0 Average: 22.9K
. (0]
0 2 3 5 7 8 10 12 13 15 17 18 20 22 23 25 27 28 30 32 33 35 37 Stdev: 7.3K (31.8%)
Time (min)

=e—XDP Rocks —eo—RocksDB

-
o2

9 | ©2022 Flash Memory Summit. All Rights Reserved. YEARS OF

INNOVATION



In-Memory vs. Large Data Sets on Flas
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Redis on Flash
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Redis on Flash TCO/Performance

M
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3.84TB x 4 SSDs

3.84TB x 4 SSDs

22 Instances of

Redis on Flash:
145 KIOPS per server
79ms 99.99% Latency
per server

22 Instances of

Redis on Flash
Pliops RocksDB API

959 KIOPS per server,
19.9ms9 9.99% Latency
per server
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Redis on Flash vs Redis with
Pliops XDP Customer Benefits

Lower 4 9’s
Latency

Higher
Performance

TCO/ IOPS
Reduction

Improved
Endurance

Improved Customer Experience/
Satisfaction

71

YEARS OF
INNOVATION

based on 3 years



Real-Time Decision Making for Large Datasets
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Business Intelligence

Applications
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Seamlessly Scaling In-Memory Cache
Unify Cache & Backend Database
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Multi-year business insights
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Storage Engines Powering Several Applications m
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MINIO W\ oracLe # mongoDB Qeelastic

% Sleemer' = IP APACHE

Block Object PrareSaL HBASE
SQL/NewSQL NoSQL

System resource consumption

30-70% 2,000-10,000%
CPU Consumption IO Amplification
- Engines 20%-500%
-% Storage Capacity Amplification
(O}
= 10-100%
2 Storage Pa_cking/.meta datg mgt (AFA or advanced SDS DAS CPU Consumption
Drive Fail Protection AFA
Management e 300-600%
Sequentialization (advanced AFAs only) SDS/DFS a /0
Storage Capacity Amplification
. 15-50%
Block Physical NAND Management > Cost of SSD DRAM, Processor.

NAND overprovisioning

More than half of system resources are devoted to storage engines and services! sl
P~k
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Pliops XDP Accelerates Core Storage Functions F
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Engines

Storage Packing/meta data mgt (AFA or advanced SDS DAS « Collapse layers into one optimal device
Drive Fail Protection AFA

Management e
Sequentialization (advanced AFAs only) SDS/DFS

+ Removes 50-500% of system resources

» Brings 10 Amplification to theoretical
-------------------------------------------------------------------------------------------------------------------------------------------------- minimums - < 1x to 3x max

* Near universal applicability

Block Physical NAND Management

Enables extreme scaling for nearly all flash-based workloads P~
e
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Thank You!
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