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Focusing on a real problem...

Latency stall – A single I/O event taking more than the expected time to complete



Family MAP : 3.59B

Globally, there are more than 3.59B people using Facebook, WhatsApp, Instagram or 
Messenger each month.

Source: Meta Platforms Inc. Q4 2021

*MAP - Monthly Active People



Firmware or 
ASIC bugs

1 Read/Write/Trim > 1 second

Latency Stalls in SSD

Hard to 
detect

Extremely difficult 
and long debug

Significant impact 
to services



Odds per Day

Greater than 1 second - I/O stalls per day
40 distinct SSD stalls in a thousand devices

Equivalent Odds 

Los Angeles Rams winning Superbowl

(2021 Playoff odds by FiveThirtyEight)



A single I/O stall can lead to multiple application requests stalled

High Level Storage Architecture
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Evolution of flash drives into complex storage system



Telemetry and SMART can help debug all problems....

But can they????



Debugging flash Issues in hyperscale environment is inefficient



Efficient Debugging

Latency Monitoring Log
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Observability throughout the I/O lifecycle



• At scale debug is extremely challenging due to inefficient design of debug logs

for use at hyperscale environment

• Let’s converge on debug-ability initiatives

• BPF scripts for triage

• Latency Monitoring Spec - Link

• NVMe-CLI/ plugins / OCP - Link

• Meta welcomes Industry Partner’s ideas on how to improve debug @ Scale

Summary

Together we can make debugging SSDs better!

https://www.opencompute.org/documents/datacenter-nvme-ssd-specification-v2-0r21-pdf
https://github.com/linux-nvme/nvme-cli



