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Ever-increasing IOPS of NVMe SSDs 
500K è 700K è 1M è 2M …

Ever-increasing dataset size
(data analytics, AI/ML,…)

Slow-down of networking & 
storage technology scaling

Data compression @ ECS

ü Maintain data security

Amplify the network bandwidth Reduce the at-rest data footprint

ü Improve speed performance ü Reduce storage cost
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Infrastructure-level compression transparent to end users/applications
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Transparent Compression

Difficulty of realizing 
compression

Difficulty of 
compressing data

Difficulty of managing 
compressed data= +

Data compression granularity Difficulty of managing compressed data

Coarse-grained data access 
(e.g., 256KB, 1MB)

Easy management of 
compressed data

Fine-grained data access 
(e.g., 8KB)

Difficult management of 
compressed data
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Disaggregated Transparent Compression

A very simple idea

ONLY responsible for comp./encrypting 
each 4KB LBA block at the block layer

Compute Server

4KB
Comp. 

Encrypt

ONLY responsible for managing all the 
variable-length data blocks

SSD ArrayBlock layer

OS/VM/Apps 
(zero change)

LBAn LBA1LBA2
. . .

. . .

Block Storage Server
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NVMe-oF Driver Modification

? Modify the NVMe-oF driver to support variable-length LBA blocks

Ø Must be fully compatible with the API of standard NVMe-oF driver

Compute Server

LBAn LBA1LBA2
. . .

Block Storage Server

LBAn LBA1LBA2
. . .

LBAn LBA1LBA2
. . .

Unused bits end of one variable-length data block?

Page_link. . . . . .

Entry #2Entry #1 Entry #3 Entry #n. . .

Scatter-Gather list
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Block Storage Server Data Management

A B C D A BE C D E

4KB

Compression

Encryption

Storage management of compressed/encrypted variable-length blocks

Log-structured data store A’A B C D E . . .

4KB LBA 4KB LBA

. . . C’

Garbage collection overhead IOPS performance & endurance penalty
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Block Storage Server Data Management

A B C D A BE C D E

4KB

Compression

Encryption

Storage management of compressed/encrypted variable-length blocks

Fixed-length 4KB data 
block management Variable-length data 

block management 

Offload the storage management task to SSDs

TLC/QLC 

NAND Flash

Flash Translation 
Layer (FTL)

Controller SoC Storage Media
SSD
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SSD w/ Built-in Transparent Compression

q NVMe SSD that compresses each 4KB LBA block, completely transparent to the host

Per-4KB compression 
& decompression

TLC/QLC 

NAND Flash
Elastic FTL

Controller SoC Storage Media

Host

Compressed/encrypted 0’s

4KB

In-SSD compression

Compressed/encrypted NAND Flash (e.g., 4TB)

Exposed LBA space (e.g., 16TB)

Elastic FTL

LBA Space Expansion

4KB I/O
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Block Storage Server Data Management

A B C D A BE C D E

4KB

Compression
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Storage management of compressed/encrypted variable-length blocks

Offload the storage management task to SSDs

0’s
Zero 

padding

4KB

CPU

Built-in 
compression

Controller

SSD w/ built-in transparent compression

NAND Flash
0’s

Block storage 
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Block Storage Server Data Management

CA B D E

A B C D E . . .. . .

Zero padding
4KB

. . . . . .

LBA space

A B C D E . . .. . .

In-SSD compression

CA B D E. . . . . .

NAND flash

Compression ration

SSD LBA space expansion

FTL mapping table size

Limited DRAM inside SSD
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Block Storage Server Data Management
Adaptive data block fusion 

q Categorize data blocks as write-hot and write-cold
Ø Each write-hot data block entirely occupies one 4KB LBA on SSD
Ø One or multiple write-cold blocks share one 4KB LBA on SSD

C DA B E

LBA space

A B C DE . . .. . .

In-SSD compression

. . . . . .

NAND flash

C DA B E. . . . . .

B-tree

Manage data blocks fusion

Further support snapshot on 
block storage server
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Conclusion
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