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Legal Notices and Disclaimers

INFORMATION IN THIS DOCUMENT IS PROVIDED IN CONNECTION WITH INTEL PRODUCTS. NO LICENSE, EXPRESS OR IMPLIED, BY ESTOPPEL OR OTHERWISE, TO ANY 

INTELLECTUAL PROPERTY RIGHTS IS GRANTED BY THIS DOCUMENT. EXCEPT AS PROVIDED IN INTEL'S TERMS AND CONDITIONS OF SALE FOR SUCH PRODUCTS, INTEL ASSUMES 

NO LIABILITY WHATSOEVER AND INTEL DISCLAIMS ANY EXPRESS OR IMPLIED WARRANTY, RELATING TO SALE AND/OR USE OF INTEL PRODUCTS INCLUDING LIABILITY OR 

WARRANTIES RELATING TO FITNESS FOR A PARTICULAR PURPOSE, MERCHANTABILITY, OR INFRINGEMENT OF ANY PATENT, COPYRIGHT OR OTHER INTELLECTUAL PROPERTY 

RIGHT. 

A "Mission Critical Application" is any application in which failure of the Intel Product could result, directly or indirectly, in personal injury or death. SHOULD YOU PURCHASE 

OR USE INTEL'S PRODUCTS FOR ANY SUCH MISSION CRITICAL APPLICATION, YOU SHALL INDEMNIFY AND HOLD INTEL AND ITS SUBSIDIARIES, SUBCONTRACTORS AND 

AFFILIATES, AND THE DIRECTORS, OFFICERS, AND EMPLOYEES OF EACH, HARMLESS AGAINST ALL CLAIMS COSTS, DAMAGES, AND EXPENSES AND REASONABLE ATTORNEYS' 

FEES ARISING OUT OF, DIRECTLY OR INDIRECTLY, ANY CLAIM OF PRODUCT LIABILITY, PERSONAL INJURY, OR DEATH ARISING IN ANY WAY OUT OF SUCH MISSION CRITICAL 

APPLICATION, WHETHER OR NOT INTEL OR ITS SUBCONTRACTOR WAS NEGLIGENT IN THE DESIGN, MANUFACTURE, OR WARNING OF THE INTEL PRODUCT OR ANY OF ITS 

PARTS. 

Intel may make changes to specifications and product descriptions at any time, without notice. Designers must not rely on the absence or characteristics of any features or 

instructions marked "reserved" or "undefined". Intel reserves these for future definition and shall have no responsibility whatsoever for conflicts or incompatibilities arising 

from future changes to them. The information here is subject to change without notice. Do not finalize a design with this information.

The products described in this document may contain design defects or errors known as errata which may cause the product to deviate from published specifications. Current 

characterized errata are available on request.

Contact your local Intel sales office or your distributor to obtain the latest specifications and before placing your product order.

Copies of documents which have an order number and are referenced in this document, or other Intel literature, may be obtained by calling 1-800-548-4725, or go to: 

http://www.intel.com/design/literature.htm

This document contains information on products in the design phase of development.

Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmark and 

MobileMark, are measured using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause the results to 

vary. You should consult other information and performance tests to assist you in fully evaluating your contemplated purchases, including the performance of that product 

when combined with other products.

Results have been estimated based on internal Intel analysis and are provided for informational purposes only. Any difference in system hardware or software design or 

configuration may affect actual performance.

Results have been simulated and are provided for informational purposes only. Results were derived using simulations run on an architecture simulator or model. Any 

difference in system hardware or software design or configuration may affect actual performance.

Intel does not control or audit the design or implementation of third party benchmark data or Web sites referenced in this document. Intel encourages all of its customers to 

visit the referenced Web sites or others where similar performance benchmark data are reported and confirm whether the referenced benchmark data are accurate and 

reflect performance of systems available for purchase.

*Other names and brands may be claimed as the property of others.
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A long time ago(
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IDF, Fall 2007
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A long time ago(  and Then

Flash Memory Summit 2013

Santa Clara, CA 4

IDF, Fall 2007

IDF, Fall 2009
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Yahtzee* & Concurrency Effects

• When rolling 6 dies with 6 faces, on average only 4 of 

the 6 values will come up (statistical clumping)

• How do you think rolling 32 dies with 32 faces turns out?
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Same statistical principles apply to random queued IOPS 
being distributed to multiple NAND dies

A

B

C

D
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F

*Brands and names are the property of their respective owners

C B

F

D

E

Some NAND gets no work 

and therefore yields no 

concurrency/performance

A

Some I/O takes longer 

since queued behind 

another to same NAND
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Ex: 50 dies @ ~10K IOPS per die
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Queue-Depth (Concurrenceis)

Example SSD with 50 dies at NAND limited performance

NAND Limited IOPS (conc) Realized NAND IOPS (queued) Hypothetical NewSSD Service Time (us avg)

NAND Concurrencies
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Example SSD with 50 dies at NAND limited performance
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Ex: 50 dies @ ~10K IOPS per die
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Applying QD=50 to 50 dies of 

NAND does NOT yield 50 

concurrencies (actual=~32)

This is a “load line”
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Queue-Depth (Concurrenceis)

Example SSD with 50 dies at NAND limited performance

NAND Limited IOPS (conc) Realized NAND IOPS (queued) Hypothetical NewSSD Service Time (us avg)

Ex: 50 dies @ ~10K IOPS per die
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But latencies explode 

with high queue depth
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Queue-Depth (Concurrenceis)

Example SSD with 50 dies at NAND limited performance

NAND Limited IOPS (conc) Realized NAND IOPS (queued) Hypothetical NewSSD Service Time (us avg)

Ex: 50 dies @ ~10K IOPS per die
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Cited peak IOPS 

is often here

Common operating 

regions are often here

Cited latency is 

often here
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Queue-Depth (Concurrenceis)

Two Different Example SSD Load Lines

NAND Limited IOPS (conc) Realized NAND IOPS (queued) Hypothetical NewSSD Service Time (us avg)

What if?     NewSSD
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What if max IOPS 

20% less?(yet 2-4X faster in 

common operating 

regions
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What Really Matters: Attainable Perf

Realizable IOPS at given load/latency
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Note switch to log axis
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What Really Matters: Attainable Perf

Realizable IOPS at given load/latency

12

At QD=16, getting 100% of 400K IOPS is better than getting 25% of 500K IOPS 

IOPS you can actually attain for an applied queue 
depth (load) or within a given latency tolerance


