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Agenda

 Growth of Linux and Flash Memory
 Options for Managing Flash
 Factors to Consider

• System Boot vector
• Discard Interface
• Design Upgrades
• Support
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Growth of Flash Memory

 2011 - $22 billion; 19.3 billion gigabytes



Challenges of Working with Flash 
on Linux

 Flash must be “managed”
 Driver required for more than basic 

functionality
 Flash File System (YAFFS, JFFS2, UBIFS)
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Software alternatives
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Erase Units to Disk Sectors
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Pitfalls

 Write Amplification
 ECC - Bad Blocks
 Wear Leveling



Wear Leveling Effectiveness –
Dynamic Only
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Wear Leveling Effectiveness –
Complete
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FACTORS TO CONSIDER



Boot Cycle

uboot mtd Full Flash 
Management



Discard interface

 File system delete

 Hardware notified

 Saves flash life,
wear leveling



Testing
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File System Connection
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File System Connection

Linux Kernel

e•MMC

New File System



Design Upgrades

 Flash Part End-of-Life
 Kernel updates



Support

 Evaluation

 Field Failures
 Flash Image

Tools
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