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Why I1s SSD Performance Testing Difficult?

Two Reasons

 NAND-based SSDs are complicated
« Many ways to test performance

Flash Memory Summit 2011
Santa Clara, CA
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NAND-based SSDs Are Complicated
Write Saturation: Continuous RND/4K W from FOB
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NAND-based SSDs Are Complicated

ltems Impacting SSD Performance

SUMMIT

Write History

* What was
previously
written

PC Active
Range

Where data
was
previously
written

* Trim effects

Test Active
Range

* Where data is
currently
written

Data Content

 What is the
nature of the
data

Access
Pattern

Manner in
which data is

being
accessed

Demand
Intensity

How hard the
application is
driving the
device

Throttling

How fast is
data being
written vs

warranty




*& Many Ways to Test Performance

sumMIT Many benchmark tests being used

* 100% Real-World Test
* Trace-Based Capture & Playback

* Trace-Based Playback

« AnandTech Storage Bench, Drivebench...

= Scripted Application Playback

e Sysmark...

= Synthetic Stimulus with or without Constraints
« SNIA PTS, Calypso CTS, SPC-1/2, IOMeter, ATTO, CrystalDiskMark...



* Performance Testing

SUMMIT Inherently Involves the Host System

| USER I

| =N

APPLICATION

* Different approaches have different levels of involvement
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Fl%ory Trace-Based Capture and Playback

| |
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Traced-Based Playback
Fl ory Scripted Application Playback

Synthetic Stimulus

| |

Flash Memory Summit 2011 Removes “US ER”

Santa Clara, CA



*&* State of the Art in SSD Testing

SUMMIT

» Trace Based Capture/Playback Solution
« Ultimately, the Ideal Solution
« SNIA TWG / member companies working on Trace-Based approach
« However, many issues still exist

= Advantages of Device Based Synthetic Solution
* Provides wealth of information on “DEVICE CHARACTERISTICS”

« Easier to construct a testing environment that minimizes Effects of OS,
Apps & Drivers on Device Performance



. %0 Synthetic Stimulus focused on “Device
ty Testing” —e.g. SNIAPTS 1.0/ CTS 6.5

| s |
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Why “Device Level”
Performance
Benchmarking?

Throughput?

Synthetic
Benchmarks?

|IOPS?

|IOPS/W?
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*(\ SNIA's PTS: Purpose

SUMMIT

“...This Specification defines a set of
device level tests
and methodologies to enable
comparative testing
of Solid State Storage (SSS) devices.”

- Performance Test Specification v1.0 — Section 1.1
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SNIAPTS 1.0

Purge
@ 9 Secure Erase, Sanitize, Format Unit,

other proprietary methods

« Enterprise 1.0

— Write Saturation, IOPS, @ Set Conditions Set user selectable test parameters, such as
Throughput, Latency

Active Range, Data Pattern, Demand intensity

Pre-Condition
Workload Independent
Workload Dependent

 Client 1.0 .
.. Run Until SS Reiterate loops until Steady State is reached,
— Limited PC and Test AR or run to a prescribed maximum number of loops

— IOPS, Throughput, Latency @ Collect Data

Collect data from Steady State
Measurement Window

@ Generate Reports Use standard report formats and include

required and optional elements



ory “Performance” beyond IOPS, TP....

There are other more subtle, but equally important
performance metrics.

EXAMPLE:

L/LLMANL/ HNTLN UW

ed stimulus?
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. IOPS Demand Intensity
summr © RND/4K

Determines how the DUT responds to increasing

Purpose demand from Host

Preconditioning SNIAE-PTSIOPS to Steady State

Test Vary Total Outstanding IO (TOIO)

Setup Test Measure RND4K IOPS Average
Response Time (ART) for one minutes
each 10




RND/4K Read Demand Intensity
(E-SLC)

P8 RND4K READS - Demand Intensity P7 RND4K WRITES - Demand Intensity
©TesY, QD=1,2,4,832,64 “E=TC22, QD=12,4,832,64 =4=T(=4, OD=1,2,4,832,64
- TC=1, QD-=1,248,3264 =¥=TC-2, QD=1,2,483264 emjmTC-4, QD-1,2,4,8,32,64 =B=T(=8, QD=1,2,4,832,64 “T-TC=16,QD=1,2,4,832 64 =8=T(=32,QD=1,2,4,8,32,64
=f=TC-8, QD=1,2,48,32,64 ~TC=16,QD=12,4,832,64 =#=T(=32,QD-1,2,4,832,64
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RND/4K Read Demand Intensity
(C-MLC)

P8 RNDAK READS - LAVG VS 10PS P7 RNDA4K WRITES - LAVG VS 10PS

“4-TC21, QD=1,2,4,832,64 =E=TC=2, QD=1,2,4,8,32,64 =k=TC=4, OD=1,2,4,832,64 ©1TC=1, QD=1,2,4,8,32,64 “H=TC=2, QD=1,2,4,8,32,64 =h=TC=4, QD=1,2,4,8,32,64
=B=TC=5, QD=1,2,4,832,64 ~#-TC=32, QD=1,2,4,8,32,64 =E=T(=16, QD=1,2,4,8,32,64 =B=TC:8, QD=1,2,4,8,32,64 “2-TC=16,QD=1,2,4,8,32,64 =8=TC=32,QD=1,2,4,8,32,64
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Purpose

Test
Setup

K Response Time Histogram
summr ~ RND/4K

Investigate the DUT’s response time statistic

preconditioning Purge, RND/4K Writes

Test

Capture very 10’s completion time within

a specified time duration and sort into
specified bins




Response Time Histogram
(10 Min at RND/4K SS)

P10 Response Time Histogram P10 Response Time Histogram

100 150
Time (mS)
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Cross Stimulus Response
sumMIT SEQ/128K->RND/4K->SEQ/128K

Determines how the DUT responds to sudden
switch in stimulus to and from sustained large

Purpose block sequential writes to small block random

writes

Test
Setup

Preconditioning PURGE
Write SEQ/128K

Write RND/4K
Test Write SEQ/128K
Capture IOPS and ART




- Cross Stimulus Recovery:

XSR (SEQ/128K-RND/4K-SEQ/128K) TP vs Time P2 TP vs Time

©UBSS128K  =BS=4K  ==—=BS=128K C-M L C ©UBSs128K  BS=4K ===BS=128K

g

3
2
5
i
W
:
:

Throughput (MB/s)
g

300 400 500
Time (Minutes) Time (Minutes)




Throughput (MB/fs)
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Cross Stimulus Recovery:

Ory

XSR (SEQ/128K-RND/4K-SEQ/128K) TP vs Time
BSEI2EK ~BSAK ==—BS=128K C_ \Y/ LC

Throughput (MB/s)
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*ﬁ ldle Recovery

suMmMIT RND/4K Write Sat. with Walit States

Determines how the DUT responds to Host 10

Purpose idle period amidst continuous IO

Preconditioning = SNIA E-PTS IOPS till Steady State

Cease IOs for a various amount of time
between segments of continuous
Test RND/4K writes:

Setup Walit State 0: Write/ldle=5s/0s
Walit State 1: Write/ldle=5s/5s
Walit State 5: Write/ldle=5s/25s




Write Saturation with Wait State
RND/4K

BS2: Write Saturation with Wait States E-SLC P510PS vs TGW C-MLC

=t=\rite/Delay=5s/5s =F=Write/Delay=55/10s  =de=Write/Delay=5s/15s =M=Write/Delay=5s/25s " ~Write/Delay=5s/50s =t=Write/Delay=5s/5s =¥=Write/Delay=5s/10s =d=Write/Delay=5s/155 =M=Write/Delay=5s/255 - Write/Delay=5s/505s =#=Write/Delay=5s/0s
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Other Tests Under Development...

Energy Efficiency

Data Compressibility

Enterprise Composite Workload
Active Range Restrictions

Active Amount Restrictions



SUMMIT

hank You

Easen Ho
CTO - Calypso Systems, Inc.
eho@calypsotesters.com



