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Hidden Costs of 
Serial ATA based SSDs

Serial ATA SSDs take advantage of existing infrastructure to effectively 
bring SSDs to market

• Slots are there, software is there

However, Serial ATA SSDs are emulating hard drives which carries 
hidden costs

• Complexity of the ATA command set
• Tunneling over Serial ATA (an unnecessary intervening bus)

There is also a power/latency penalty from tunneling over SATA
• Roughly 200 mW during active transfers
• Latency penalty of 10 µs to 10 milliseconds when coming out of a low power 

interface state to resume commands

What are the hidden costs in terms of performance 
and complexity of emulating HDDs?
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ATA Has a Long History

ATA (AT Attachment) defines the standard command set for hard drives
• ATA was first developed by the X3T9.2 group starting in 1986

ATA has adapted over the past 20 years to continue to serve the needs 
of the HDD industry

• Features to serve industry needs (queuing, security, power management)
• New commands or changes to commands to evolve with hard drives (e.g. 

CHS addressing to LBA addressing)

Portion of foreword from ATA-1 standard

With the 20 year evolution of ATA, 
there is naturally a legacy burden
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The ATA Command Set
ATA-8 has well over 50 commands

• Note that only a subset are mandatory (e.g. there are 4 mandatory read commands)

Due to legacy infrastructure, devices are forced to continue to support 
unnecessary commands like PIO reads and writes

This adds burden to SSD firmware designs: additional commands to support, 
additional code space consumed, additional latency to decode a more complex 
command set

SMARTREAD VERIFY SECTOR(S) EXT

WRITE LOG EXT

SET MAX ADDRESS EXTWRITE STREAM EXTREAD STREAM EXT

SET MULTIPLE MODEREAD VERIFY SECTOR(S)

NOPWRITE FPDMA QUEUEDREAD FPDMA QUEUED

SET FEATURESWRITE SECTOR(S) EXTREAD SECTOR(S) EXT

SET MAX ADDRESSWRITE STREAM DMA EXTREAD STREAM DMA EXT

READ NATIVE MAX ADDRESSWRITE MULTIPLE EXTREAD MULTIPLE EXT

READ NATIVE MAX ADDRESS EXTWRITE MULTIPLE FUA EXT

SERVICEWRITE SECTOR(S)READ SECTOR(S)

FLUSH CACHE EXTSTANDBY IMMEDIATEWRITE DMA QUEUED EXTREAD DMA QUEUED EXT

IDENTIFY DEVICEWRITE DMA QUEUED FUA EXT

READ LOG EXTWRITE MULTIPLEREAD MULTIPLE

EXECUTE DEVICE DIAGNOSTICSLEEPWRITE DMA FUA EXT

FLUSH CACHESTANDBYWRITE DMA QUEUEDREAD DMA QUEUED

ATA-7 Hard Drive Commands

READ DMA EXT

READ DMA

READ BUFFER

Read Commands

IDLE IMMEDIATE

IDLE

CHECK POWER MODE

Power Management

WRITE DMA EXT

WRITE DMA

WRITE BUFFER

Write Commands

DOWNLOAD MICROCODE

DEVICE CONFIGURATION

CONFIGURE STREAM

Other

SMARTREAD VERIFY SECTOR(S) EXT

WRITE LOG EXT

SET MAX ADDRESS EXTWRITE STREAM EXTREAD STREAM EXT

SET MULTIPLE MODEREAD VERIFY SECTOR(S)

NOPWRITE FPDMA QUEUEDREAD FPDMA QUEUED

SET FEATURESWRITE SECTOR(S) EXTREAD SECTOR(S) EXT

SET MAX ADDRESSWRITE STREAM DMA EXTREAD STREAM DMA EXT

READ NATIVE MAX ADDRESSWRITE MULTIPLE EXTREAD MULTIPLE EXT

READ NATIVE MAX ADDRESS EXTWRITE MULTIPLE FUA EXT

SERVICEWRITE SECTOR(S)READ SECTOR(S)

FLUSH CACHE EXTSTANDBY IMMEDIATEWRITE DMA QUEUED EXTREAD DMA QUEUED EXT

IDENTIFY DEVICEWRITE DMA QUEUED FUA EXT

READ LOG EXTWRITE MULTIPLEREAD MULTIPLE

EXECUTE DEVICE DIAGNOSTICSLEEPWRITE DMA FUA EXT

FLUSH CACHESTANDBYWRITE DMA QUEUEDREAD DMA QUEUED

ATA-7 Hard Drive Commands

READ DMA EXT

READ DMA

READ BUFFER

Read Commands

IDLE IMMEDIATE

IDLE

CHECK POWER MODE

Power Management

WRITE DMA EXT

WRITE DMA

WRITE BUFFER

Write Commands

DOWNLOAD MICROCODE

DEVICE CONFIGURATION

CONFIGURE STREAM

Other
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Serial ATA Protocol Basics

Serial ATA Native Command Queuing is the highest performance 
read protocol for SATA SSDs
• Up to 32 read/write commands may be outstanding to the device, 

allowing for increased bus efficiency and re-ordering optimizations

Each NCQ Read command includes:
• H2D Register FIS to communicate Read FPDMA Queued command
• D2H Register FIS to accept the command
• DMA Setup FIS to setup DMA context for data transfer
• Data FIS with up to 8KB of data per frame
• Set Device Bits FIS to complete the command

How efficient is the SATA protocol for SSDs?
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Issue Command to Device

OverheadOverhead
596 ns for H2D 596 ns for H2D 
Register FISRegister FIS
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Command Accepted by Device

OverheadOverhead
320 ns R_OK to 320 ns R_OK to 
X_RDY latency X_RDY latency 

636 ns for D2H 636 ns for D2H 
Register FISRegister FIS
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Device Says Let’s Do the Data Tango

OverheadOverhead
668 ns for DMA 668 ns for DMA 
Setup FISSetup FIS
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Device Completes Command

OverheadOverhead
180 ns R_OK to 180 ns R_OK to 
X_RDY latencyX_RDY latency

624 ns for Set 624 ns for Set 
Device Bits FISDevice Bits FIS
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4KB Read SATA Bus Efficiency

SSDs are an enormous jump in performance over hard drives

As SSDs become mainstream, the protocol needs to be 
streamlined to account for this new level of performance

The SATA bus overhead is 15% for a 4KB sequential read
• Total time for 4KB read was 19.796 µs
• Total SATA overhead was 3.024 µs
• This does not account for any firmware processing overhead for 

SATA packets or ATA commands

3 µs is fantastic bus overhead for traditional HDDs, but the 
game changes with SSDs…

With SSDs, microseconds matter!
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An Optimized Interface for NVM

NVMHCI: Non-Volatile 
Memory Host Controller 
Interface

NVMHCI is a clean and 
optimized interface for 
SSDs and caches

NVM equivalent of the 
SATA AHCI controller 
interface
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NVMHCI Membership

*Other names and brands may be claimed as the property of others

NVMHCI continues to grow with over 35 members.
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NVMHCI 1.0 Specification Ratified

NVMHCI 1.0 complete!

Less than one year 
from team formation to 
ratification

Includes register set, 
DMA engine, and 
command set 
definitions

Available for download at: 
http://www.intel.com/standards/nvmhci
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Technical Essence of NVMHCI

NVMHCI defines a standard 
programming interface for non-volatile 
memory subsystems

Leverage AHCI to provide best 
infrastructure for caching

• One driver for HDDs and NAND

Allows NVMHCI registers to appear as:
• A separate PCI device
• A port within an existing AHCI controller

NVMHCI is a logical interface
• All NAND management abstracted out: NAND technology changes too quickly
• All caching algorithms are outside the spec: NVMHCI only defines how caching 

software gets access to the NAND

Optimized interface for both cache and SSD usage models

AHCI + AHCI + 
NVMHCINVMHCI

controllercontroller

NVMHCINVMHCI
controllercontroller
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Optimizing for Cache: 
Atomic Metadata

NAND pages each have spare area
• Used primarily for storing ECC syndromes 
• Also used for storing some NAND management or caching 

information

NVMHCI exposes some spare area as metadata to the host
• May be used in caching applications 

– e.g. What disk LBA is this data associated with?
• Metadata is on an NVM page basis
• Written atomically with the NVM page
• The host may use metadata as it chooses

Atomic metadata is not available in traditional HDD interfaces, 
making NVMHCI ideally suited for caches

Spare Area (e.g. 64B)Data Area (e.g. 2048B)

Metadata
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Optimizing for NVM

NVMHCI has eight 
commands total
• One read, one write

1531 023 7

PRD EntryDword OffsetNVM Page n+1
...NVM Page ...

PRD EntryDword OffsetNVM Page n + x

PRD EntryDword OffsetNVM Page n

NVMHCI provides priority per command and information on the 
subsequent workload for better NVM subsystem optimizations

NVMHCI added a Physical Region Descriptor (PRD) Index Table so that 
unaligned writes could be optimized for cached/multi-plane programs

• Out of order data delivery in SATA NCQ not used due to difficulty in host 
walking PRD table on each DMA Setup
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Optimizing for NVM, continued

NVMHCI allows commands to be executed out of order, and 
includes priority and timeout information

NVMHCI allows interrupt combining on a per-command basis
• In AHCI, every command interrupts on completion

Dataset management enables performance, latency, and 
endurance to be optimized by the NVMHCI controller
• Dataset management communicates read/write frequency, 

read/write latency, access size, deletes/trims for LBA ranges
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NVMHCI in the Grand Scheme

NVMHCI is a register interface and command set used by 
software drivers to communicate with NVM

NVMHCI does not define the underlying NVM hardware 
architecture used
• Could be discrete PCIe card
• Could be a direct NAND interface (e.g. ONFI) 

Hardware interface to 
NAND is NVMHCI 
implementation specific.
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Summary

Serial ATA SSDs deliver great performance beyond hard drives 
and take advantage of infrastructure in place today

We can do even better with NVMHCI
• Streamlined command set
• Optimized features (metadata, PRD Index Table, dataset 

management, etc.)
• Combined with AHCI for best caching interface (one driver 

controlling HDDs and cache)

The NVMHCI 1.0 specification and information on joining the 
committee is at www.intel.com/standards/nvmhci

Get involved with NVMHCI today!
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Risk Factors
This presentation contains forward-looking statements that involve a number of risks and uncertainties. These statements do 
not reflect the potential impact of any mergers, acquisitions, divestitures, investments or other similar transactions that may be 
completed in the future. The information presented is accurate only as of today’s date and will not be updated. In addition to 
any factors discussed in the presentation, the important factors that could cause actual results to differ materially include the 
following: Demand could be different from Intel's expectations due to factors including changes in business and economic 
conditions, including conditions in the credit market that could affect consumer confidence; customer acceptance of Intel’s and 
competitors’ products; changes in customer order patterns, including order cancellations; and changes in the level of inventory 
at customers. Intel’s results could be affected by the timing of closing of acquisitions and divestitures. Intel operates in 
intensely competitive industries that are characterized by a high percentage of costs that are fixed or difficult to reduce in the 
short term and product demand that is highly variable and difficult to forecast. Revenue and the gross margin percentage are 
affected by the timing of new Intel product introductions and the demand for and market acceptance of Intel's products; actions 
taken by Intel's competitors, including product offerings and introductions, marketing programs and pricing pressures and 
Intel’s response to such actions; Intel’s ability to respond quickly to technological developments and to incorporate new 
features into its products; and the availability of sufficient supply of  components from suppliers to meet demand. The gross 
margin percentage could vary significantly from expectations based on changes in revenue levels; product mix and pricing; 
capacity utilization; variations in inventory valuation, including variations related to the timing of qualifying products for sale; 
excess or obsolete inventory; manufacturing yields; changes in unit costs; impairments of long-lived assets, including 
manufacturing, assembly/test and intangible assets; and the timing and execution of the manufacturing ramp and associated 
costs, including start-up costs. Expenses, particularly certain marketing and compensation expenses, vary depending on the 
level of demand for Intel's products, the level of revenue and profits, and impairments of long-lived assets. Intel is in the midst 
of a structure and efficiency program that is resulting in several actions that could have an impact on expected expense levels 
and gross margin. Intel's results could be impacted by adverse economic, social, political and physical/infrastructure conditions 
in the countries in which Intel, its customers or its suppliers operate, including military conflict and other security risks,  natural 
disasters, infrastructure disruptions, health concerns and fluctuations in currency exchange rates. Intel's results could be 
affected by adverse effects associated with product defects and errata (deviations from published specifications), and by 
litigation or regulatory matters involving intellectual property, stockholder, consumer, antitrust and other issues, such as the
litigation and regulatory matters described in Intel's SEC reports. A detailed discussion of these and other factors that could 
affect Intel’s results is included in Intel’s SEC filings, including the report on Form 10-Q for the quarter ended June 28, 2008.
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Legal Disclaimer

INFORMATION IN THIS DOCUMENT IS PROVIDED IN CONNECTION WITH INTEL® PRODUCTS. NO 
LICENSE, EXPRESS OR IMPLIED, BY ESTOPPEL OR OTHERWISE, TO ANY INTELLECTUAL 
PROPERTY RIGHTS IS GRANTED BY THIS DOCUMENT. EXCEPT AS PROVIDED IN INTEL’S TERMS 
AND CONDITIONS OF SALE FOR SUCH PRODUCTS, INTEL ASSUMES NO LIABILITY WHATSOEVER, 
AND INTEL DISCLAIMS ANY EXPRESS OR IMPLIED WARRANTY, RELATING TO SALE AND/OR USE 
OF INTEL® PRODUCTS INCLUDING LIABILITY OR WARRANTIES RELATING TO FITNESS FOR A 
PARTICULAR PURPOSE, MERCHANTABILITY, OR INFRINGEMENT OF ANY PATENT, COPYRIGHT 
OR OTHER INTELLECTUAL PROPERTY RIGHT. INTEL PRODUCTS ARE NOT INTENDED FOR USE IN 
MEDICAL, LIFE SAVING, OR LIFE SUSTAINING APPLICATIONS. 
Intel may make changes to specifications and product descriptions at any time, without notice.
All products, dates, and figures specified are preliminary based on current expectations, and are subject to 
change without notice.
Intel, processors, chipsets, and desktop boards may contain design defects or errors known as errata, 
which may cause the product to deviate from published specifications. Current characterized errata are 
available on request.
Code names featured are used internally within Intel to identify products that are in development and not 
yet publicly announced for release.  Customers, licensees and other third parties are not authorized by Intel 
to use code names in advertising, promotion or marketing of any product or services and any such use of 
Intel's internal code names is at the sole risk of the user 
Performance tests and ratings are measured using specific computer systems and/or components and 
reflect the approximate performance of Intel products as measured by those tests.  Any difference in 
system hardware or software design or configuration may affect actual performance.  
Intel, Intel Inside and the Intel logo are trademarks of Intel Corporation in the United States and other 
countries.  
*Other names and brands may be claimed as the property of others.
Copyright © 2008 Intel Corporation.


